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Resumo

A crescente adocao de ambientes virtuais de aprendizagem tem gerado um grande
volume de interacoes textuais entre estudantes e docentes, tornando invidavel o acompa-
nhamento manual do feedback discente em larga escala. Nesse contexto, a andlise de
sentimentos surge como uma ferramenta promissora para apoiar intervencoes pedagdgicas
proativas. Este trabalho realiza um estudo comparativo entre diferentes técnicas de analise
de sentimento aplicadas ao dominio educacional, confrontando abordagens léxicas conso-
lidadas (TextBlob e VADER), um modelo especialista treinado especificamente para esse
dominio (Pred-inter) e um modelo discriminativo baseado em Transformers disponibili-
zado pela biblioteca Hugging Face. O estudo utiliza o dataset Stanford MOOCPosts,
composto por mensagens de féoruns educacionais rotuladas manualmente em uma escala
de sentimento. As saidas das ferramentas foram normalizadas para permitir comparacoes
diretas, sendo avaliadas por meio de métricas quantitativas, como acurdcia global e erro
médio absoluto, além de uma anélise qualitativa das divergéncias. Os resultados demons-
tram desempenho amplamente superior do modelo especialista, confirmando a relevancia
da adaptacao de dominio. As abordagens léxicas apresentaram resultados intermediarios,
enquanto o modelo baseado em Transformers, apesar de seu sucesso em dominios gerais,
mostrou desempenho insatisfatorio no contexto educacional analisado. Por fim, discute-se
a viabilidade do uso de grandes modelos de linguagem, destacando limitagoes praticas e

desafios para sua aplicacao efetiva.

Palavras-chave: Andlise de Sentimentos; Educagao; Processamento de Linguagem Na-

tural; Learning Analytics; Adaptacao de Dominio.



Abstract

The increasing adoption of virtual learning environments has generated a large
volume of textual interactions between students and instructors, making manual monito-
ring of student feedback impractical at scale. In this context, sentiment analysis emerges
as a promising tool to support proactive pedagogical interventions. This work presents a
comparative study of different sentiment analysis techniques applied to the educational
domain, contrasting established lexical approaches (TextBlob and VADER), a domain-
specific expert model (Pred-inter), and a Transformer-based discriminative model provi-
ded by the Hugging Face library. The experimental evaluation is conducted using the
Stanford MOOCPosts dataset, which contains forum messages manually annotated with
sentiment scores. To enable direct comparison, the outputs of all tools were normalized
to a common scale. The analysis combines quantitative metrics, such as overall accuracy
and mean absolute error, with a qualitative examination of classification divergences.
The results show that the domain-specialized model significantly outperforms the other
approaches, reinforcing the importance of domain adaptation in educational sentiment
analysis. Lexical methods achieve moderate performance, whereas the Transformer-based
model, despite its effectiveness in general-purpose sentiment tasks, performs poorly in the
educational context considered. Finally, the feasibility of applying large language models

is discussed, highlighting practical limitations and open challenges.

Keywords: Sentiment Analysis; Education; Natural Language Processing; Learning

Analytics; Domain Adaptation.
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1 Introducao

A integracao de Tecnologias da Informacao e Comunicacao no ambiente escolar
alterou significativamente a dinamica de ensino-aprendizagem. A educacao hibrida e o
uso de ambientes virtuais tornaram-se onipresentes, gerando um volume sem precedentes
de dados digitais (ROMERO; VENTURA, 2010). Nesse cendrio, as intera¢oes dos alunos
— que antes se perdiam na oralidade da sala de aula — agora ficam registradas em féruns,
chats e sistemas de avaliagao.

O campo da Mineragao de Dados Educacionais surge, portanto, como uma dis-
ciplina vital para transformar esses “rastros digitais” em conhecimento pedagogico 1til
(ROMERQO; VENTURA, 2010). Dentro deste escopo, a andlise do feedback discente é fun-
damental. A literatura especializada aponta que o acompanhamento continuo das duvidas
e dos comentarios dos alunos é um fator determinante para o sucesso académico e para a
retencao (TINTO, 1975). No entanto, o desafio reside na escalabilidade: em cursos mas-
sivos ou em grandes plataformas, é inviavel para os docentes processarem manualmente
o volume de mensagens geradas.

Nesse cenario, surge a Anélise de Sentimentos, uma subarea do Processamento de
Linguagem Natural (PLN), que busca automatizar a identificagao de estados emocionais
em textos postados por estudantes, permitindo que gestores atuem de forma proativa.
A evasao escolar e o desengajamento sao problemas cronicos, especialmente na educacao
a distancia. Segundo (TINTO, 1975), a integragao social e académica é fundamental
para a retencao dos alunos. Ferramentas que detectam precocemente sentimentos nega-
tivos permitem intervencoes pedagdgicas rapidas, potencialmente reduzindo a evasao e
promovendo um ambiente de aprendizagem mais acolhedor.

Embora a Analise de Sentimentos seja uma area consolidada na industria, apli-
cada largamente em reviews de produtos e mercado financeiro (PANG; LEE, 2008), sua
aplicacao direta no contexto educacional enfrenta barreiras especificas. A linguagem utili-
zada por estudantes em ambientes virtuais é frequentemente marcada por informalidade,

uso de girias, ironias e vocabulério técnico especifico da disciplina estudada.
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Ferramentas generalistas de andlise 1éxica, como o VADER (Valence Aware Dicti-
onary and sEntiment Reasoner), demonstraram eficdcia em redes sociais (HUTTO; GIL-
BERT, 2014), mas sua precisao em contextos pedagégicos especificos ainda é objeto de
debate. Da mesma forma, bibliotecas populares, como o TextBlob, oferecem facilidade de
implementacao, mas apresentam limitacoes por analisarem as palavras de forma isolada.

O problema central desta pesquisa reside na incerteza quanto a ferramenta mais
adequada para este dominio. Assim, considerando as especificidades do discurso no am-
biente educacional, a questao de pesquisa que norteou o desenvolvimento deste trabalho
é: “Como o desempenho da ferramenta especializada ‘Pred-inter’ se compara, em termos
de classificagao de polaridade, com ferramentas léxicas consolidadas (VADER, TextBlob)
e modelos de tltima geragao baseados em Transformers?”

A falta de estudos comparativos que confrontem diretamente modelos treinados
especificamente para a educacao com grandes modelos de linguagem justifica a inves-
tigacao.

Apoiando-se na evolucao recente das arquiteturas de redes neurais, especifica-
mente o advento dos Transformers introduzidos por (VASWANI et al., 2017), e na im-
portancia do contexto para a semantica, formula-se a seguinte hipotese:

H1: A ferramenta Pred-inter, por ser especializada no dominio educacional, apre-
sentard desempenho superior ao das abordagens estritamente baseadas em léxicos (Text-
Blob e VADER). Contudo, espera-se que os modelos baseados em Transformers (via
Hugging Face), devido ao mecanismo de atengao e ao pré-treinamento massivo contex-
tual, alcancem resultados equivalentes ou superiores em precisao, estabelecendo-se como
o novo estado da arte também na mineracao de sentimentos educacionais.

Além das abordagens descritas, este trabalho também contempla uma anélise
exploratéria sobre a viabilidade do uso de Modelos de Linguagem de Grande Porte
(LLMs) na anélise de sentimentos em contexto educacional. Embora esses modelos te-
nham apresentado avancos significativos em tarefas gerais de compreensao de linguagem,
sua aplicagao pratica neste estudo encontrou limitagoes relevantes. Em razao dessas res-
tricoes, nao foi possivel obter resultados quantitativos suficientemente estaveis para uma

comparagao direta com as demais ferramentas avaliadas. Dessa forma, o uso de LLMs é
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tratado neste trabalho como um estudo de viabilidade, com foco na anélise critica de seus
limites e desafios, em vez de uma avaliacao de desempenho propriamente dita.

O objetivo deste trabalho de conclusao de curso é realizar um estudo comparativo
de eficacia e acurdcia na analise de sentimentos em contexto educacional, confrontando o
software especialista “Pred-inter” com duas categorias distintas de ferramentas de Pro-
cessamento de Linguagem Natural: abordagens léxicas (TextBlob e VADER) e modelos
discriminativos baseados em Transformers (Hugging Face/BERT).

Objetivos especificos:

1. Pré-processar o dataset: Realizar a limpeza e a normalizagao de um corpus pré-
existente de interagoes estudantis, adequando-o para a entrada nos diferentes algo-

ritmos.

2. Normalizar as escalas de avaliacao: Desenvolver métricas de conversao para ali-
nhar a escala numérica do Pred-inter (0 a 4) as escalas de polaridade das demais

ferramentas.

3. Executar a classificacao automatizada: Submeter as frases as quatro ferramentas

propostas, coletando métricas de polaridade.

4. Comparar métricas de desempenho: Analisar os resultados utilizando indicadores
estatisticos de acuracia, confrontando as saidas dos modelos generalistas com as do

modelo especialista.

5. Validar a eficdcia no dominio: Discutir qualitativamente os erros e acertos de cada

ferramenta em relagao aos aspectos especificos desta pesquisa.

Validar se modelos cldssicos e leves (léxicos) ainda sdo competitivos frente a
modelos computacionalmente custosos (Deep Learning) é essencial para a tomada de
decisdo na engenharia de software educacional. Conforme (LIU, 2012) destaca, a anélise
de sentimentos é altamente dependente do dominio; portanto, verificar a eficicia de um
modelo treinado especificamente para a educagao (Pred-inter) contribui para o avango da
area de Learning Analytics.

O presente trabalho estd organizado em cinco capitulos, descritos brevemente a

seguir:
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e Capitulo 2 - Fundamentacao Tedrica: Apresenta os conceitos-chave de Processa-
mento de Linguagem Natural, detalha as abordagens léxicas versus aprendizado de

maquina e revisa trabalhos relacionados a andlise de sentimentos na educagao.

e Capitulo 3 - Metodologia: Descreve o conjunto de dados utilizado, o funcionamento
do software Pred-inter e das bibliotecas comparadas (TextBlob, VADER, Hugging

Face), bem como as métricas de conversao de escalas adotadas.

e Capitulo 4 - Analise de Resultados: Exibe os dados obtidos, comparando as classi-
ficacoes através de graficos e tabelas, discutindo casos de concordancia e discordancia

entre os algoritmos.

e Capitulo 5 - Consideragoes Finais: Retoma os objetivos, valida a hipdétese inicial
e sugere trabalhos futuros, concluindo quanto a viabilidade do uso das diferentes

ferramentas no contexto educacional.
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2 Fundamentacao Teodrica e Trabalhos

Relacionados

Este capitulo fundamenta os conceitos de Processamento de Linguagem Natural
(PLN), detalhando a transi¢ao de métodos baseados em regras para arquiteturas de Apren-
dizado Profundo (Deep Learning). Discute-se especificamente a mecanica algoritmica por
tras das ferramentas comparadas: léxicos (TextBlob, VADER) e modelos transformadores

(BERT /Hugging Face).

2.1 PLN e Representacao Vetorial

O Processamento de Linguagem Natural evoluiu de sistemas simbdlicos para abor-
dagens estatisticas robustas. Segundo (NADKARNI; OHNO-MACHADO; CHAPMAN,
2011), o PLN moderno busca converter a linguagem humana nao estruturada em repre-
sentacoes numéricas que algoritmos possam processar.

Para que o computador entenda um texto, é preciso traduzir as palavras para a
linguagem matematica. Antigamente, os sistemas apenas verificavam se uma palavra exis-
tia ou nao na frase, tratando sinénimos como ‘feliz’ e ‘contente’ como coisas totalmente
diferentes, pois a grafia nao era a mesma. A grande revolugao trazida por (MIKOLOV
et al., 2013), com a técnica de Word Embeddings, foi a criagdo de um tipo de ‘mapa ge-
ografico’ das palavras. Nessa abordagem, cada palavra recebe uma coordenada numérica,
e palavras com significados semelhantes sao colocadas matematicamente muito proximas
umas das outras nesse mapa. Assim, o computador consegue ‘perceber’ que ‘Rei’” estd
para ‘Rainha’ assim como ‘Homem’ esta para ‘Mulher’, capturando a semantica por tréas
das letras.

A Anélise de Sentimentos é definida por (PANG; LEE, 2008) como o tratamento
computacional de opinioes e de subjetividade em textos. De forma prética, esse processo

funciona como um sistema de classificacao automadtica: o objetivo é fazer com que o
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computador leia um texto (como o comentario de um aluno) e atribua a ele um ‘rétulo’ que
identifique a emocao predominante, geralmente classificando-o em uma das trés categorias
basicas: Positivo, Negativo ou Neutro.

No dominio educacional, a anélise enfrenta o desafio da “dependéncia de dominio”.
(KASTRATT et al., 2021), em um mapeamento sistematico, alertam que modelos treina-
dos em dados genéricos (como resenhas de filmes) falham ao interpretar o vocabuldrio
pedagogico, em que termos como “desafiador” podem denotar engajamento positivo, o

que difere do uso comum.

2.2 Abordagens Léxicas e Baseadas em Regras

As abordagens léxicas fundamentam-se na premissa da composicionalidade, se-
gundo a qual o sentimento de uma sentenca ¢ derivado da soma ou da média das Ori-
entacoes Semanticas (SO) de suas palavras constituintes. Diferentemente de modelos es-
tocdsticos que exigem treinamento, estes métodos utilizam bases de conhecimento linguistico
pré-computadas. Segundo (TABOADA et al., 2011), a principal vantagem desta abor-
dagem ¢ a interpretabilidade: é possivel rastrear exatamente qual palavra levou a classi-
ficacao positiva ou negativa, uma transparéncia frequentemente ausente em redes neurais

profundas.

2.2.1 TextBlob e Heuristicas

A biblioteca TextBlob utiliza uma abordagem baseada nas médias aritméticas da
polaridade dos léxicos subjacentes. Embora computacionalmente leve, estudos compara-
tivos, como o de (RIBEIRO et al., 2016), apontam que métodos puramente baseados em
diciondrios sofrem com a incapacidade de resolver polissemias (palavras com multiplos
significados) sem o auxilio de contexto profundo. Textblob opera como uma interface
simplificada para a biblioteca Pattern, desenvolvida por (SMEDT; DAELEMANS, 2012).
O célculo de polaridade nao é uma simples contagem de palavras, mas um processo de
média ponderada de adjetivos conhecidos no léxico da WordNet.

O algoritmo funciona da seguinte maneira:
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1. Tagging Part-of-Speech (POS): O texto é, primeiramente, processado para iden-
tificar a classe gramatical de cada palavra. O TextBlob foca principalmente em

adjetivos, pois estes carregam a maior carga subjetiva.

2. Averiguacao de Intensidade: Cada palavra no léxico possui tuplas de valores,

com polaridade (p € [—1,1]) e subjetividade (s € [0, 1]).

3. Tratamento de Negacao Naive: O algoritmo verifica a presenca de negadores

[43

léxicos (ex.: “nao”, “jamais”) na janela imediatamente anterior ao adjetivo e inverte

a polaridade resultante.

Ap6s a atribuicao dos valores individuais modificados pelas regras acima, o Text-
Blob agrega as pontuacoes para gerar a polaridade global da frase. O calculo final é
realizado por meio da média aritmética simples das polaridades de todos os léxicos
identificados.

Matematicamente, se uma frase contém n palavras com carga sentimental (ap6s
ajustes de negacao), a polaridade final P é dada pela Equagcao 2.1, onde p; é a polaridade
da i-ésima palavra.

O resultado é um valor escalar flutuante no intervalo [—1,1]. Esta abordagem de
média simples é justamente o ponto criticado na literatura, pois dilui sentimentos intensos

quando a frase contém muitas palavras neutras ou levemente opostas.

p o il (2.1)
n

2.2.2 VADER (Regras Sintaticas)

O VADER (Valence Aware Dictionary and sentiment Reasoner), proposto por
(HUTTO; GILBERT, 2014), representa o estado da arte em métodos baseados em léxicos.
Diferente de dicionarios tradicionais, o léxico do VADER foi validado via Wisdom of
the Crowds (Sabedoria das Multidoes), utilizando avaliadores humanos para calibrar a
intensidade de mais de 7.500 itens lexicais, incluindo emoticons (ex.: ”:-)”) e acronimos
de internet (ex.: "LOL”).

A robustez do VADER reside na aplicagao de cinco regras heuristicas que alteram
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a valéncia da sentenca em tempo de execucao:

1. Pontuacao: O uso de exclamagoes aumenta a magnitude da intensidade (ex.:

“Bom!!!” > “Bom”).

2. Capitalizacao: Palavras em caixa alta recebem um incremento na pontuagao de

valéncia, o que simula énfase vocal.

3. Modificadores de Grau: Advérbios intensificadores (ex.: “extremamente”) ou

atenuadores (ex.: “levemente” ) multiplicam ou dividem o escore da palavra seguinte.

4. Conjungoes Adversativas: O algoritmo detecta a conjungao “mas”, reduzindo o
peso da oracao anterior e aumentando o da posterior, mimetizando a interpretacao

cognitiva humana de que a segunda parte da frase carrega a opiniao dominante.

5. Janela de Negacao Tri-grama: O VADER verifica as trés palavras anteriores a
um termo de sentimento para detectar negagoes, capturando estruturas complexas

que escapam a abordagens simples.

Apés a soma das valéncias de todas as palavras da frase (ajustadas pelas heuristicas),
o VADER nao utiliza uma média simples. Para garantir que o resultado final esteja sem-
pre contido no intervalo normalizado [—1, 1], utiliza-se a seguinte fun¢ao de normalizagao

nao-linear (Equagao 2.2). Onde:
e 1 ¢é a soma bruta das valéncias das palavras;

e o ¢é uma constante de normalizacdo (geralmente 15), que "suaviza”a curva, aproxi-

mando o comportamento de uma funcao sigmoide.

T
Vi + o

Essa formulacao matematica permite que o VADER compare sentencas de dife-

Scorenorm = (2.2)

rentes comprimentos de forma justa.
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2.3 Aprendizado Supervisionado

O Aprendizado de Maquina Supervisionado funciona de forma semelhante a um
aluno que estuda com exemplos prontos. O computador recebe varias frases que ja foram
classificadas (o “gabarito”) e aprende a identificar padroes nelas. Segundo Kotsiantis
(2007), algoritmos dessa categoria, como o SVM, buscam tragar, matematicamente, uma
linha diviséria clara que separe o grupo de comentarios positivos do grupo de negativos.

A grande limitacao dos modelos antigos era ler o texto palavra por palavra,
muitas vezes ‘esquecendo’ o comeco da frase quando chegavam ao final. A arquitetura
Transformer, proposta em (VASWANTI et al., 2017), resolveu isso por meio do mecanismo
de ‘Auto-Atencao’. Em termos simples, esse mecanismo permite que o computador olhe
para a frase inteira de uma s6 vez e decida quais palavras sao mais importantes para
dar sentido as demais. Por exemplo, na frase ‘o banco fechou cedo’, a atencao do mo-
delo conecta a palavra ‘banco’ com ‘fechou’, entendendo que se trata de uma instituicao
financeira, e nao de um assento de praca.

O modelo BERT, apresentado por Devlin et al. (2019), aprimorou essa ideia ao
ler o texto de forma ‘bidirecional’. Diferente de nds, que lemos estritamente da esquerda
para a direita, o BERT analisa o contexto que vem antes e o que vem depois da palavra
simultaneamente. E como um exercicio de preencher lacunas: para entender o significado
de uma palavra no meio de uma frase, o modelo olha ‘para a esquerda’ (o que ja foi dito)
e ‘para a direita’ (o que sera dito) ao mesmo tempo. Para facilitar o uso dessa tecnologia
complexa, utiliza-se a biblioteca Hugging Face, que, segundo Wolf et al. (2020), oferece

versoes otimizadas e mais leves desses modelos.

2.3.1 O Modelo PRED-INTER: Predicao de Intervencoes Pe-
dagogicas

O Pred-inter (Prediction of Pedagogical Interventions) é uma ferramenta compu-
tacional proposta por Rossi (2022), desenvolvida para automatizar o suporte ao estudante
em Ambientes Virtuais de Aprendizagem. A premissa central do sistema é solucionar o

problema de escalabilidade em cursos massivos (MOOCs), em que o volume de interagoes
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nos féruns supera a capacidade humana de monitoramento por parte do docente.

O sistema Pred-inter pode ser classificado como um modelo de aprendizagem su-
pervisionada, mas com uma vantagem importante: é um especialista. A eficacia desse tipo
de ferramenta baseia-se no que Pan e Yang (2010) chamam de Adaptac¢do de Dominio.
Os autores explicam que, quando um algoritmo é treinado especificamente com dados
da drea em que atuard (neste caso, a educagao), tende a ser melhor do que ferramen-
tas genéricas. Isso acontece porque ele aprende o vocabulario especifico e as girias dos
estudantes, detalhes que ferramentas treinadas com textos gerais da internet costumam
perder.

Diferentemente de analisadores de sentimento genéricos, o Pred-inter nao se limita
a classificar a polaridade do texto. Ele utiliza técnicas de Deep Learning para compor um

sistema de decisao que sugere acoes pedagdgicas concretas.

2.3.2 Corpus de Treinamento e Mapeamento de Classes

A arquitetura do Pred-inter baseia-se no aprendizado supervisionado, utilizando
o dataset Stanford MOOCPosts como fonte de dados. Este conjunto de dados contém
29.550 postagens extraidas de féruns de cursos nas areas de Ciéncias Humanas, Medicina
e Educacao.

Originalmente, as frases deste dataset foram rotuladas manualmente por avalia-
dores humanos em uma escala Likert de 1 a 7. Para a construgao do modelo de andlise de
sentimentos do Pred-inter, Rossi (2022) estabeleceram um mapeamento de discretizagao

dessas notas originais para 5 classes fundamentais (0 a 4), conforme descrito a seguir:

Classe 0 (Muito Negativo): Notas originais entre 1,0 e 1,5;

Classe 1 (Negativo): Notas originais entre 2,0 e 3,0;

Classe 2 (Neutro): Notas originais entre 3,5 e 5,0.

Classe 3 (Positivo): Notas originais entre 5,5 e 6,0;

Classe 4 (Muito Positivo): Notas originais entre 6,5 e 7,0.
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2.3.3 Arquitetura e Processamento

O treinamento do modelo segue o protocolo padrao de Aprendizado de Maquina,
onde 80% do corpus é dedicado ao processo de aprendizado, permitindo que o sistema
identifique os padroes linguisticos e as regras de classificacao, enquanto os 20% restantes
sao reservados para testes e validacao.

Ao processar uma nova sentenca, a saida do Pred-inter ndo é um valor deter-
ministico inico, mas sim uma distribuigao de probabilidade sobre as cinco classes possiveis.
O valor final (classe predita) é determinado pela classe com maior probabilidade no vetor

de saida.

[caption={Exemplo de saida do modelo Pred-inter}, label={cod:
saida_pred}]
Classe predita: 3 (Positivo)

Distribuigdo: [0.008, 0.010, 0.059, 0.859, 0.061]

Nota: Neste caso, o modelo tem 85,9% de certeza de que a frase pertence a classe 3.

2.3.4 Loégica de Intervencao Pedagogica

A inovacao do Pred-inter reside na combinagao da Andlise de Sentimentos com duas
outras dimensoes afetivas e cognitivas: Urgéncia e Confusdo (ambas classificadas em niveis Alto,
Médio e Baixo). O sistema cruza a classe de sentimento inferida com os niveis de urgéncia e
confusao detectados para determinar a intervengao pedagdgica mais adequada. Segundo Rossi

(2022), as agoes resultantes podem ser:
1. Ajuda do Tutor: O professor é notificado para intervir pessoalmente.

2. Ajuda Automdtica: O sistema sugere materiais complementares (videos, artigos) sem

intervengao humana.

3. Ajuda da Classe: O sistema notifica outros alunos para promover a aprendizagem colabo-

rativa.

4. Mensagem Automatica: Envio de feedbacks motivacionais (ex: reforgo positivo para alu-

nos engajados).

A Figura 2.1 ilustra o fluxo de decisdo do Pred-inter para a selecao da intervencao.
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Figura 2.1: Fluxo de decisao para intervencoes pedagdgicas no Pred-inter.
Fonte: Adaptado de Rossi (2022).

2.4 Trabalhos Relacionados

A literatura sobre Analise de Sentimentos em contextos educacionais apresenta uma
clara evolugao tecnoldgica. Esta secao categoriza os trabalhos anteriores em trés ondas distintas:
benchmarks de métodos tradicionais, a consolidacao do Deep Learning e a emergéncia recente

dos Grandes Modelos de Linguagem (LLMs).
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2.4.1 Comparativos Classicos: Léxicos vs. Machine Learning

Nos primeiros anos da mineracao de dados educacionais, o debate centrava-se entre a
eficiéncia dos métodos léxicos e a eficdcia dos classificadores estatisticos (SVM, Naive Bayes).
Ribeiro et al. (2016) estabeleceram um marco com o estudo SentiBench, demonstrando que o
VADER superava métodos de aprendizado de maquina em textos curtos e informais de redes
sociais, devido as suas heuristicas de pontuacao e negacao.

No entanto, Ortigosa, Martin e Carro (2014) aplicaram métodos hibridos em ambientes
de E-learning (Facebook) e alertaram para a “dependéncia de dominio”. Os autores constataram
que dicionarios genéricos falham ao interpretar termos pedagoégicos, sugerindo que a adaptacao

do 1éxico é crucial para a precisao na educagao.

2.4.2 A Era do Deep Learning e BERT na Educacao

A segunda onda de pesquisas concentra-se na contextualizagdo semantica. Kastrati
et al. (2021) realizaram um mapeamento sistematico da literatura, focado exclusivamente no
feedback estudantil. A revisdo de 67 estudos primarios concluiu que arquiteturas baseadas em
Deep Learning superam consistentemente as abordagens léxicas.

Mais especificamente, Chyr et al. (2020) aplicaram o modelo BERT para classificar
postagens em féruns de medicina. Os resultados mostraram que o BERT, gracas ao mecanismo
de atencao, alcangou acuracias superiores a 90%, estabelecendo os Transformers discriminativos
como o “padrao-ouro” para a tarefa, superando as limitagoes de contexto apontadas anterior-
mente em (RIBEIRO et al., 2016).

Diante desse panorama, observa-se uma evolugao continua que parte de regras heuristicas
rigidas até a sofisticacdo semantica dos modelos de codificagao. Contudo, o surgimento recente
dos Grandes Modelos de Linguagem (LLMs), como a familia GPT, instaura um novo paradigma
que desafia a hegemonia de modelos discriminativos, como o BERT. Enquanto o padrao-ouro
estabelecido por Chyr et al. (2020) foca na representacao latente para a classificacdo, os LLMs
introduzem capacidades de raciocinio few-shot e de compreensao contextual ampliada. Este
Trabalho de Conclusao de Curso propoe-se, portanto, a preencher a lacuna comparativa atual,
avaliando se o desempenho superior reportado nas arquiteturas de Deep Learning classicas ainda
se sustenta diante das capacidades emergentes das abordagens baseadas em LLMs no contexto

educacional.
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3 Metodologia

Este capitulo descreve o desenho experimental, as ferramentas computacionais e os
critérios analiticos adotados para o estudo comparativo. A pesquisa caracteriza-se como ex-
perimental e de natureza mista (quantitativa-qualitativa), visando confrontar a eficicia de um
modelo especialista com ajuste fino no dominio educacional (Pred-inter) contra solugoes de
propdsito geral consolidadas na literatura.

Para uma anédlise abrangente, as ferramentas de comparagao foram estratificadas em

dois paradigmas tecnolégicos distintos:
1. Abordagens Léxicas: Baseadas em diciondrios e regras (VADER, TextBlob);

2. Modelos Discriminativos: Baseados em Transformers pré-treinados (BERT /Hugging

Face);

Desta forma, busca-se verificar se a especializa¢ao do treinamento (domain adaptation) supera

a robustez e a capacidade de generalizacao dos grandes modelos modernos.”

3.1 Fonte de Dados e Pré-processamento

O estudo fundamenta-se no dataset Stanford MOOCPosts, que reline mensagens pu-
blicadas em féruns de discussao de cursos massivos abertos online. O dataset é composto por
quatro tabelas, cada uma associada a um tipo especifico de anotacdo manual. Duas dessas ta-
belas sao voltadas & andlise de sentimento, sendo que uma utiliza trés classes e a outra utiliza
cinco classes, diferenciando muito negativo, negativo, neutro, positivo e muito positivo. Neste
trabalho, foi utilizada exclusivamente a tabela de sentimento com cinco classes, por permitir uma
andlise mais fina da polaridade expressa nas mensagens. As outras duas tabelas correspondem
as anotacoes de confusao e de urgéncia, ambas baseadas em trés classes, e tém como objetivo
identificar, respectivamente, o nivel de confusao do autor e a urgéncia percebida na mensagem.

Para isolar o objeto deste estudo, foi desenvolvido um algoritmo de pré-processamento
para extragao seletiva de atributos. O procedimento consistiu na leitura do arquivo original e
na geracao de um novo artefato estruturado (clean dataset), mantendo-se apenas duas colunas

fundamentais:
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e Text: O contetido textual da postagem (varidvel independente/entrada).

e Sentiment(1-7): A nota atribuida manualmente por avaliadores humanos, em uma es-

cala continua de 1 a 7 (varidvel dependente/alvo).

A coluna Sentiment (1-7) atua, portanto, como o Ground Truth (Padrao-Ouro) da
pesquisa. E a referéncia de correcao a qual as ferramentas automaticas devem se aproximar para
serem consideradas precisas.

A Tabela 3.1 ilustra a transformagao dos dados realizada para a construgao do arquivo

de anélise.

Tabela 3.1: Fluxo de Processamento do Dataset

Dataset Original (Bruto) — | Dataset de Analise (Processado)
_>

Colunas: Unnamed:0, Text, Opinion(1/0), Col. 1: Text (Entrada)

Question(1/0), Answer(1/0), Sentiment(1- Col. 2: Sentiment(1-7) (Gabarito)

7), Confusion(1-7), Urgency(1-7), CourseType, Col. 3+: [Resultados das Ferramentas]

forum_post_id...

Fonte: O autor (2025).

Este novo arquivo processado serve como insumo para o pipeline de inferéncia. A me-
dida que o script de avaliagdo executa as ferramentas (VADER, TextBlob, Pred-inter, Hugging-
face), as notas preditas sdo concatenadas em novas colunas, permitindo uma comparagao linha
a linha entre as notas geradas pela maquina e o Ground Truth humano na etapa de andlise
estatistica.

O script de automacgao foi desenvolvido para garantir a reprodutibilidade, iterando

sobre o dataset e armazenando os resultados de cada ferramenta de forma estruturada.

3.2 Configuracao das Ferramentas de Analise

O experimento foi concebido para confrontar quatro paradigmas distintos de inferéncia.
Todas as ferramentas foram configuradas para produzir, ao final do processamento, um valor

numérico continuo normalizado no intervalo [—1, 1], permitindo a comparacao direta de intensi-

dade.

3.2.1 Abordagens Léxicas e Estatisticas

Estas ferramentas operam nativamente ou foram adaptadas para a escala [—1, 1]:
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e VADER: Executado via biblioteca vaderSentiment. Utilizou-se o método polarity_scores
para extrair a métrica compound, que fornece a polaridade normalizada por heuristicas

gramaticais;

e TextBlob: Executado via propriedade sentiment.polarity, retornando valores flutu-

antes derivados da média dos l1éxicos;

e Hugging Face (Transformers): Utilizou-se o modelo distilbert-base-uncased-
finetuned-sst-2-english. Como este modelo retorna originalmente um escore de con-
fianga [0, 1] associado a um rétulo categérico (“POSITIVE” ou “NEGATIVE”), aplicou-se
um poés-processamento de inversao de sinal aos rétulos negativos, mapeando o resultado

final para a escala continua [—1, 1].

3.2.2 Modelo Especialista (Pred-inter)

O Pred-inter, baseado na arquitetura BERT e treinado com dados educacionais, clas-
sifica as sentencas em 5 classes discretas (¢ € {0,1,2,3,4}). Para viabilizar a comparagao
com as demais ferramentas de escala continua, implementou-se o método do Valor Esperado

Normalizado:
1. Extracao da distribuigao de probabilidade (P) das classes via funcao Softmaz;
2. Célculo da média ponderada (Valor Esperado): Scorerq, = Z?:o(Pi X 1);
3. Transformagao linear para o intervalo-alvo:

Scorergy — 2

- (3.1)

Scorenorm =

Desta forma, uma predigao de classe 0 (Muito Negativo) resulta em —1.0 e de classe 4

(Muito Positivo) em +1.0.

3.3 Critérios de Categorizacao e Alinhamento de Es-

calas

Um desafio metodoldgico central deste estudo é a heterogeneidade entre a escala de

anotacao humana (Ground Truth) e a escala das ferramentas automaticas. Para o célculo da
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acuracia, adotou-se um protocolo de discretizacao em 5 classes.

Para a construgao do gabarito de referéncia, este trabalho adota, estritamente, o proto-
colo de discretizacao estabelecido por (ROSSI, 2022), previamente detalhado na Fundamentagao
Tedrica (Secao 2.6.1).

A aplicagao deste critério sobre as notas originais manuais (Npymano € [1.0,7.0]) resulta

na seguinte segmentacdo de classes, utilizada aqui para o calculo da Acuréacia:

Classe 0 (Muito Negativo): 1.0 < N < 1.5

Classe 1 (Negativo): 2.0 < N < 3.0

Classe 2 (Neutro): 3.5 < N <5.0

Classe 3 (Positivo): 5.5 < N <6.0

Classe 4 (Muito Positivo): 6.5 < N < 7.0

Para as ferramentas automaticas (Sie € [—1.0,1.0]), adotou-se uma discretizagao em
intervalos equidistantes de amplitude 0,4. Esta abordagem assume uma distribuicao linear da

intensidade do sentimento na auséncia de regras de dominio especificas:

Classe 0: S < —0.60

e Classe 1: —0.60 < 5 < —0.20

Classe 2: —0.20 < 5 < 4+0.20

Classe 3: +0.20 < S < +0.60

Classe 4: S > +0.60

Esta metodologia garante que, embora as escalas de origem sejam distintas, a com-

paracao final ocorra sobre categorias de intensidade semanticamente equivalentes.

3.4 Procedimentos de Analise dos Resultados

A avaliacao da eficdcia das ferramentas foi conduzida em duas etapas complementares:
uma andlise estatistica do desempenho (Quantitativa) e uma investigagdo seméantica dos erros

(Qualitativa).
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3.4.1 Analise Quantitativa e Métricas

Para a avaliacdo numérica, as saidas continuas de todas as ferramentas foram conver-
tidas em 5 classes discretas, seguindo os critérios de categorizacao definidos na secao anterior.

Com os dados padronizados, aplicam-se as seguintes métricas:

1. Acuréacia Global (Accuracy): Representa o percentual de correspondéncia exata entre

a classe predita e a classe real. E a métrica priméria para ranqueamento das ferramentas.

2. Erro Médio Absoluto (MAE): Calculado com base em valores continuos para avaliar
a precisdo da intensidade. Como o Ground Truth original (yorig) utiliza a escala [1,7] e
as ferramentas utilizam a escala [—1, 1], foi aplicada uma transformacao linear na nota

humana para viabilizar a subtragao direta:

Yorig — 4
Ynorm = e (32)
3
Desta forma, uma nota humana 1.0 torna-se -1.0, uma nota 4.0 torna-se 0.0 e uma nota

7.0 torna-se 1.0. O MAE é entao calculado entre este Ynorm € a predicdo da ferramenta

(®):

1< .
MAFE = E Z |ynorm,i - y1’ (33)
i=1

3. Matriz de Confusao (5 x 5): A matriz de confusdo é uma tabela cruzada na qual as
linhas correspondem as classes definidas como Ground Truth e as colunas, as classes pre-
ditas pelas ferramentas. No contexto de uma escala ordinal de intensidade de sentimento
(0 a 4), essa visualizagao permite observar como as predigoes se distribuem em relagao aos
valores reais, evidenciando as classes mais frequentemente atribuidas por cada ferramenta,
bem como os padroes de acerto e de erro ao longo da escala. A partir dessa representacao,
a matriz auxilia na compreensdo do comportamento geral das ferramentas ao longo da

escala de sentimento.

3.4.2 Analise Qualitativa

Esta etapa tem como objetivo compreender, de forma qualitativa, as causas das clas-

sificagbes incorretas observadas nos experimentos, investigando por que diferentes ferramentas
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divergem na interpretacao de uma mesma sentenca. Diferentemente das andlises quantitati-
vas apresentadas anteriormente, esta secao adota uma abordagem exploratéria e interpretativa,
baseada na inspecao manual dos erros.

A anélise foi conduzida em dois eixos principais. O primeiro consistiu na identificacdo
de erros compartilhados entre as ferramentas, buscando padroes de falha recorrentes. O segundo
eixo envolveu a categorizacao manual das frases incorretamente classificadas, com o objetivo de
associar cada erro a um possivel fator linguistico ou contextual que tenha influenciado a decisao
do modelo.

No que se refere a intersecgao de erros, foi realizada uma andlise simples dos conjuntos
de frases classificadas incorretamente, permitindo a identificacao de dois cenarios de interesse.
O primeiro corresponde aos casos de erro universal, nos quais todas as ferramentas avaliadas
falharam simultaneamente. O segundo cendrio refere-se a eficdcia do modelo especialista, re-
presentado pelas frases em que apenas o Pred-inter apresentou classificacao correta, sugerindo
beneficios decorrentes de sua adaptagao ao dominio educacional.

Paralelamente, foi realizada uma categorizacao manual das frases classificadas incor-
retamente. Diferentemente de uma simples contagem de erros, essa etapa buscou identificar o
motivo provavel de cada falha, associando a frase a uma categoria explicativa. Esse processo
resultou no conjunto de categorias apresentado na Secao de Categorizagao de Amostras, como
erros de intensidade, desconsideracao de contexto, viés semantico em dominio especializado,
classificacao indevida de textos nao emotivos e superestimacao de positividade em contextos

académicos ou profissionais.
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4 Resultados

O experimento foi conduzido em um conjunto de 29.550 postagens educacionais ex-
traidas de féruns de cursos massivos (MOOCs), conforme descrito no Capitulo 3. Cada instancia

contém:
e Texto original da postagem;
e Nota de sentimento atribuida manualmente por avaliadores humanos (escala 1-7);
e Classes discretizadas de sentimento (0 a 4), consideradas como Ground Truth;

e Predicoes continuas e discretizadas produzidas pelas quatro ferramentas analisadas: VA-

DER, TextBlob, Hugging Face, Pred-inter.

Essa estrutura permitiu uma comparacao linha a linha, garantindo consisténcia es-
tatistica e reprodutibilidade dos resultados.

Na Tabela 4.1, a coluna Sentiment (1-7) representa a nota atribuida manualmente por
avaliadores humanos, enquanto GT indica a respectiva classe discretizada (Ground Truth). As
colunas VADER, TextBlob e HF apresentam escores continuos normalizados no intervalo [-1, 1],
e as colunas marcadas com “C” indicam as classes discretizadas correspondentes utilizadas no
calculo das métricas quantitativas. As predigoes do modelo Pred-inter nao sao exibidas nesta
tabela por questoes de legibilidade e formatacgao; contudo, seus escores continuos e classes discre-
tizadas foram armazenados no conjunto de dados final, seguindo o mesmo procedimento adotado
para as demais ferramentas, e foram integralmente considerados nas analises apresentadas nas

secoes subsequentes.

Tabela 4.1: Exemplo do arquivo final de saida utilizado na andlise dos resultados

Text Sent. (1-7) GT VADER VADER C TextBlob TB C HF HF C
This lecture was very 6.0 3 0.624 3 0.500 3 0.981 4
clear and helpful...

I am completely lost in 2.0 1 -0.636 1 -0.400 1 0.912 4
this topic...

The assignment is chal- 5.5 3 0.318 3 0.250 3 0874 45
lenging but fair...

I did not understand 2.5 1 -0.421 1 -0.300 1 0.901 4
the explanation...

Great course, learned a 6.5 4 0.812 4 0.700 4 0.993 4
lot so far...

Fonte: O autor (2026).
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4.1 Analise Quantitativa de Desempenho

4.1.1 Acuracia Global

A Tabela 4.2 apresenta a acuracia global das ferramentas, considerando a corres-

pondéncia exata entre a classe predita e o Ground Truth humano (escala de 5 classes).

Tabela 4.2: Acuracia global das ferramentas de andlise de sentimentos
Ferramenta Acuréacia (%)

VADER 23.11%
TextBlob 59.79%
Hugging Face 1,51%

Pred-inter 88.07%

Fonte: O autor (2026).

Os resultados evidenciam que o Pred-inter apresentou desempenho amplamente supe-
rior, confirmando a hipétese H1 de que modelos especializados no dominio educacional sao mais
eficazes. Ja o TextBlob apresentou desempenho intermediario, beneficiando-se da simplicidade
do 1éxico, mas ainda assim limitado pela auséncia de contexto profundo. Com relagdo ao VA-
DER, este apresentou baixa acuracia, sugerindo que suas heuristicas, embora eficazes em redes
sociais, nao capturam adequadamente o vocabuldrio pedagoégico. Por fim, o modelo Hugging
Face, apesar de ser o estado da arte em contextos gerais, apresentou desempenho extremamente
baixo, indicando uma forte incompatibilidade entre o dominio de treinamento (reviews) e o

dominio educacional.

4.1.2 Erro Médio Absoluto

Além da classificagao discreta, avaliou-se a precisao na intensidade do sentimento, por
meio do Erro Médio Absoluto, calculado sobre valores continuos normalizados no intervalo [1,

1.

Tabela 4.3: Erro Médio Absoluto das ferramentas de andlise de sentimentos

Ferramenta MAE
VADER 0,4481
TextBlob 0,1925
Hugging Face (DistilBERT) 0,8651
Pred-inter 0,1071

Fonte: O autor (2026).

Observa-se que o modelo Pred-inter nao apenas apresenta o maior nimero de acertos,
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como também estima de forma mais adequada a intensidade emocional das postagens, o que
reflete o menor erro médio absoluto entre as ferramentas avaliadas. O TextBlob, apesar de suas
limitacoes, apresentou desempenho razoavel na estimativa da intensidade média do sentimento.
Em contraste, o modelo Hugging Face apresentou o maior valor de MAE, reforcando a hipétese
de um desalinhamento semantico entre o corpus educacional analisado e o modelo pré-treinado

utilizado.

4.2 Matrizes de Confusao e Tipologia dos Erros

Nesta secao, sao apresentadas as matrizes de confusao das ferramentas analisadas, bem
como uma discussao qualitativa sobre os tipos de erro observados, distinguindo erros leves e

erros criticos conforme a distancia entre a predi¢ao e o Ground Truth.

4.2.1 Matriz de Confusao do Modelo Pred-Inter

Matriz de Confusao (Pred-inter)
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Figura 4.1: Matriz de confusao do modelo Pred-inter

A matriz de confusdo do modelo Pred-inter (Figura 4.1) evidencia um padrao de acerto
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fortemente concentrado na classe intermediaria de sentimento (classe 2), na qual foram correta-
mente classificadas 23.719 instancias, o que corresponde a ampla maioria dos acertos do modelo.
Observa-se ainda um ntumero significativamente menor de acertos nas classes adjacentes, com
1.115 instancias corretamente classificadas como classe 1 e 1.192 como classe 3. Nao foram obser-
vados acertos nas classes extremas (0 e 4), indicando que o modelo tende a evitar classificagoes
de polaridade muito intensa, mesmo quando essas categorias estao presentes no Ground Truth.

Em relacao aos erros, a maior concentragao ocorreu na predi¢cao da classe 1, totalizando
1.087 instancias incorretas, o que sugere uma tendéncia do modelo a subestimar a intensidade
negativa em casos limitrofes. Esse comportamento resulta predominantemente em erros leves,
caracterizados por deslocamentos de uma classe em relacao ao valor real, enquanto erros criticos
— em que a predicao diverge em mais de duas classes — sao pouco frequentes. Tal padrao
indica que, embora conservador na atribuicao de extremos, o Pred-inter mantém boa aderéncia
ordinal a avaliagao humana, errando majoritariamente quanto a intensidade, e nao a polaridade,

do sentimento.

4.2.2 Matriz de Confusao do Modelo VADER

A Figura 4.2 apresenta a matriz de confusao da ferramenta VADER, revelando um
comportamento significativamente distinto do observado no modelo especialista. Embora o
maior numero de acertos concentre-se na classe intermedidria de sentimento (classe 2), com
5.861 instancias corretamente classificadas, observa-se uma elevada dispersdao de erros nessa
mesma classe. Em particular, frases rotuladas como classe 2 foram frequentemente classificadas
incorretamente, sendo 1.583 preditas como classe 0, 2.613 como classe 1, 6.342 como classe 3 e
9.217 como classe 4.

Esse padrao indica uma incapacidade do VADER em estimar adequadamente a in-
tensidade do sentimento em contextos educacionais, resultando nao apenas em erros leves, mas
também em uma quantidade expressiva de erros criticos, em que a predigao se desloca em duas ou
mais classes em relacdo ao valor real. A forte tendéncia a superestimacao da intensidade positiva,
evidenciada pelo grande nimero de predigoes na classe 4 para instancias neutras ou moderadas,
sugere que heuristicas léxicas eficazes em dominios como redes sociais nao se transferem adequa-
damente para o discurso académico, no qual termos como “desafiador” ou “complexo” podem
assumir conotagao positiva. Como consequéncia, o VADER apresenta baixa aderéncia ordinal

ao Ground Truth, comprometendo sua confiabilidade nas analises de sentimento em ambientes
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Matriz de Confusao (VADER)
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Figura 4.2: Matriz de confusao do modelo VADER

educacionais.

4.2.3 Matriz de Confusao do TextBlob

A matriz de confusdo da Figura 4.3 mostra que a ferramenta TextBlob apresenta um
comportamento mais consistente do que o VADER, porém ainda aquém do observado no modelo
especialista. O maior niimero de acertos concentra-se na classe intermedidria de sentimentos
(classe 2), com 16.254 instancias corretamente classificadas, o que indica maior estabilidade na
identificacao de sentimentos moderados.

No entanto, observa-se uma tendéncia recorrente a superestimacao da intensidade po-
sitiva, evidenciada pelo elevado niimero de erros em que instancias rotuladas no Ground Truth
como classe 2 foram classificadas como classe 3, totalizando 7.568 ocorréncias. Esse padrao
sugere que o TextBlob, embora mais equilibrado, apresenta dificuldade para distinguir nuances
sutis entre sentimentos neutros e levemente positivos em contextos educacionais.

A classe 3 representa ainda a segunda classe com maior niimero de acertos, totalizando

1.180 instancias corretamente classificadas, o que refor¢a a inclinacdo do modelo a deslocar as
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Figura 4.3: Matriz de confusao do modelo TextBlob

predigoes para niveis superiores de positividade. Em termos de tipologia de erro, predominam
erros leves, caracterizados por deslocamentos de uma unica classe, com baixa incidéncia de erros
criticos. Ainda assim, essa tendéncia & superestimagdo compromete a fidelidade da estimativa
de intensidade emocional, limitando a aplicabilidade do TextBlob em anélises educacionais que

demandam maior sensibilidade semantica.

4.2.4 Matriz de Confusao do Hugging Face

A matriz de confusdo do modelo Hugging Face (Figura 4.4) revela um comportamento
altamente instavel no contexto educacional analisado, caracterizado por um baixo indice geral
de acertos e por erros de grande magnitude. O maior niimero de acertos foi observado na classe
4, com apenas 375 instancias corretamente classificadas, o que evidencia baixa aderéncia global
ao Ground Truth.

Em contraste, os erros concentram-se majoritariamente em deslocamentos extremos,
especialmente em instancias rotuladas como classe 2, que foram frequentemente classificadas

como classe 0 (14.616 ocorréncias) ou classe 4 (10.543 ocorréncias). Padroes semelhantes sao
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Figura 4.4: Matriz de confusao do modelo Hugging Face

observados para a classe 3, com 1.741 instancias preditas incorretamente como classe 4, e para
a classe 1, com 1.411 instancias classificadas incorretamente como classe 0.

Esse comportamento indica uma forte polarizacao das predigoes, com tendéncia a co-
lapsar para os extremos da escala, produzindo predominantemente erros criticos, em que a
diferenca entre a predicao e o valor real é igual ou superior a duas classes. Tal padrao sugere
que o modelo, embora baseado em arquiteturas modernas de Deep Learning, nao foi capaz de
capturar adequadamente as nuances seméanticas do discurso educacional, reforcando a hipétese
de que modelos generalistas, quando nao adaptados ao dominio de aplicagao, podem apresentar

desempenho inferior ao de abordagens mais simples.

4.3 Analise Qualitativa das Divergéncias

Nesta secao, realiza-se uma andlise qualitativa das divergéncias entre as ferramentas de
andlise de sentimentos, com o intuito de compreender por que algumas sentencas geraram inter-

pretacoes distintas. Para isso, sao examinados exemplos representativos, considerando aspectos
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linguisticos e contextuais, como a forma do texto, o vocabuldrio empregado e a intensidade do

sentimento expresso.

4.3.1 Erro Universal

A anilise qualitativa inicia-se pela investigagdo de um caso extremo, no qual todas
as ferramentas avaliadas produziram erros criticos, com diferenca de duas ou mais classes em
relagdo ao Ground Truth. A sentenga apresentada a seguir exemplifica uma combinagao rara
de fatores linguisticos e estruturais que dificultam a interpretacao automética do sentimento,

mesmo para modelos baseados em Deep Learning.

This is an incredible course, and Jo is a revolutionary. This online class should be offered
in every school as an inservice course for teachers. x0007_x0007_My only problem is that
I happened to listen to Harry Shearer’s Le Show a week ago and he had a piece on the
gratuitous use of the word “so”. x0007_x0007_Alas, I am now having trouble getting past

Jo’s frequent “so”s..x0007--x0007_So, I will just try to ignore them. :;)

A sentenca apresentada foi rotulada manualmente por avaliadores humanos como Muito
Positiva (classe 4), o que reflete uma avaliacao global amplamente favoravel do curso e da ins-
trutora, apesar da presenca de uma critica pontual. No entanto, observou-se uma divergéncia
acentuada entre as ferramentas automaticas: o modelo Pred-inter classificou a frase como classe
1, enquanto VADER, e Hugging Face atribuiram a classe 0, indicando um sentimento fortemente
negativo. O TextBlob, por sua vez, apresentou uma classificagdo intermedidria (classe 2), mais
préxima da avaliacao humana, embora ainda distante da intensidade originalmente atribuida.
Essa discrepancia evidencia a dificuldade das ferramentas em hierarquizar informacgoes discursi-
vas, distinguindo criticas secundarias de avaliagoes globais, especialmente em textos longos, com

sentimento misto e presenca de ruidos de codificacao.

4.3.2 Eficacia do Especialista

A anélise dos casos exclusivos do modelo Pred-inter permite avaliar, de forma isolada,
suas limitagoes e vantagens em relacao as demais ferramentas, conforme apresentado na Ta-
bela 4.4. Observam-se dois cendrios distintos: instancias em que apenas o Pred-inter produziu
uma classificacao incorreta e outras em que apenas esse modelo obteve a classificacao correta.

Os erros exclusivos do Pred-inter correspondem a uma fracao residual do conjunto

de dados e concentram-se predominantemente na subestimacao da intensidade do sentimento,
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sem inversao de polaridade nem ocorréncia recorrente de erros extremos. Em contraste, os
acertos exclusivos representam um volume expressivo, indicando maior capacidade do modelo
para identificar avaliacoes neutras ou moderadamente positivas em contextos educacionais. Esse
padrao reforca a hipdétese de que a adaptagao ao dominio permite ao Pred-inter lidar melhor
com as nuances do discurso educacional, apresentando maior proximidade com as avaliagoes

humanas, ainda que tenda a evitar a atribuicao de valores extremos de sentimento.

Tabela 4.4: Casos exclusivos do modelo Pred-inter

Situacao Classe Predita Classe Correta Quantidade
Erros exclusivos do Pred-inter

Pred-inter errou sozinho 3 4 42
Pred-inter errou sozinho 2 4 6
Pred-inter errou sozinho 1 0 1
Acertos exclusivos do Pred-inter

Pred-inter acertou sozinho 2 2 7.231
Pred-inter acertou sozinho Outras classes  Correspondentes 1.104
Total de erros exclusivos — - 52
Total de acertos exclusivos — — 8.335

Fonte: O autor (2026).

4.3.3 Categorizacao de Amostras

Com o objetivo de compreender, de forma qualitativa, os tipos de erros cometidos pelas
ferramentas avaliadas, foi realizada uma andlise manual de amostras classificadas incorretamente.
Para cada ferramenta, foram selecionados aleatoriamente cinquenta casos de erro, que foram
posteriormente analisados e agrupados em categorias conceituais. Essa categorizacao nao tem
como objetivo estabelecer uma taxonomia definitiva de erros na analise de sentimentos, mas sim
oferecer uma interpretacdo organizada dos padroes observados ao longo dos experimentos.

E importante destacar o cardter inerentemente interpretativo dessa etapa. A classi-
ficacdo dos erros envolve julgamento humano e, portanto, reflete tanto a percepcao do autor
deste trabalho quanto as decisoes dos anotadores originais do dataset. Dessa forma, os resul-
tados apresentados nesta secao nao devem ser interpretados como verdades absolutas, mas sim
como uma leitura possivel dos dados, construida a partir da experiéncia empirica e das limitagoes
inerentes ao processo de anotacao manual de sentimentos.

As amostras analisadas foram organizadas em cinco categorias principais, descritas a

seguir.
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Erro de intensidade

Esta categoria engloba casos em que a ferramenta identificou corretamente a polari-
dade geral do sentimento, porém errou na intensidade atribuida. FExemplos tipicos incluem
classificagoes entre positivo e muito positivo ou entre negativo e muito negativo, sem que haja
confusao entre classes de polaridade distintas, como negativo, neutro ou positivo.

Exemplo de frase representativa desta categoria: “Awesome idea! Do all the groups
improve?”

A frase acima foi classificada como muito positiva pela ferramenta e como positiva por

humanos, indicando subjetividade na avaliacao.

Ignorou contexto em detrimento de sinais lexicais locais

Nesta categoria estao os erros em que o modelo atribuiu o sentimento com base em
palavras ou expressoes isoladas, desconsiderando o contexto global da frase. Nesses casos, termos
com carga emocional aparente acabam por sobrepor o significado discursivo completo, levando
a classificacoes equivocadas.

Exemplo de frase representativa desta categoria: “The same problem without solution
for three days.”

Na frase acima, fica evidente a frustracao do autor. O gabarito para esta frase seria 1,
negativo, mas a ferramenta avaliou como neutro, talvez pela falta de elementos lexicos suficientes
para forcar a nota para baixo. A palavra “problem”, sendo a tnica com carga negativa, nao foi

suficiente para que o modelo percebesse que o sentimento era negativo.

Erro por viés semantico em dominio especializado

Esta categoria reine erros associados ao uso de linguagem técnica ou especializada,
comum em contextos académicos e educacionais. Observou-se que, em diversas situagoes, os
modelos apresentaram dificuldade em interpretar corretamente termos com significado especifico
no dominio, resultando em classificacoes de sentimento inadequadas.

Exemplo de frase representativa desta categoria: “Asystole and PEA are non shocka-
ble.....the best we can do is to continue CPR whenever you get one. The medications and stuff
can be considered after.”

Um exemplo representativo de erro por viés semantico em dominio especializado pode

ser observado na frase acima. O texto faz uso intensivo de jargao médico e terminologia técnica
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associada a protocolos clinicos de emergéncia. Embora trate de situagoes criticas, a frase é
predominantemente descritiva e instrucional, nao expressando avaliagao emocional por parte do
autor. Modelos de andlise de sentimentos que nao incorporam conhecimento de dominio tendem
a interpretar termos como asystole, non shockable e CPR como indicadores de polaridade nega-
tiva, ou a classificd-los como neutros de forma acritica, demonstrando dificuldade em diferenciar

linguagem técnica de manifestacao subjetiva de sentimento.

Erro por classificacao de texto nao emotivo

Incluem-se nesta categoria os casos em que o texto analisado apresenta carater predo-
minantemente informativo ou descritivo, sem manifestacao clara de emocao, mas, ainda assim,
¢é classificado pela ferramenta como positivo ou negativo. Esse tipo de erro foi recorrente em
mensagens neutras, especialmente em solicitagoes, relatos factuais ou descrigoes de procedimen-
tos.

Exemplo de frase representativa desta categoria: “Ah, sorry, misunderstood the system!
Of course, for the median no rounding is needed.”

Para a frase acima, determinada ferramenta classificou-a como muito negativa, demons-

trando um erro grosseiro em uma frase neutra.

Erro de intensidade positiva no contexto académico ou profissional

Esta categoria refere-se a um padrao especifico observado, sobretudo, em textos relaci-
onados a ambientes académicos ou profissionais. Verificou-se uma tendéncia de superestimagao
da positividade em frases que empregam linguagem cordial, avaliativa ou protocolar, mesmo
quando o sentimento expresso é neutro ou apenas levemente positivo.

Exemplo de frase representativa desta categoria: “and remember, the purpose of the
course isn’t to produce a document for actual publication but to improve your writing skills!”

A frase acima foi superestimada assim como outras por estar atrelada ao contexto
pedagégico/académico, ela foi rotulada como neutra por humanos e recebeu muito positivo por
determinada ferramenta. Este padrao se repetiu em uma proporcao significativa nas amostras

coletadas, justificando a criagao desta categoria.
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4.3.4 Distribuicao dos erros por categoria

Apés a categorizacdo das amostras, os cinquenta erros selecionados para cada ferra-
menta foram quantificados conforme as categorias definidas. Para facilitar a comparacao entre
os métodos avaliados, os resultados sdo apresentados em tabelas que contém tanto a frequéncia
absoluta quanto a proporcao percentual de cada categoria de erro.

Nesta andlise, as categorias de erro sao interpretadas da seguinte forma:

CATEGORIA 1: Erro de intensidade;

CATEGORIA 2: Ignorou contexto em detrimento de sinais lexicais locais;

CATEGORIA 3: Erro por viés seméantico em dominio especializado;

CATEGORIA 4: Erro por classificacao de texto nao emotivo;

CATEGORIA 5: Erro de intensidade positiva no contexto académico ou profissional.

VADER
Tabela 4.5: Distribuicao das categorias de erro para o VADER
Categoria Quantidade Percentual (%)
CATEGORIA 1 21 42
CATEGORIA 2 21 42
CATEGORIA 3 3 6
CATEGORIA 4 1 2
CATEGORIA 5 4 8
Total 50 100
Text Blob

Tabela 4.6: Distribuicao das categorias de erro para o Text Blob
Categoria Quantidade Percentual (%)

CATEGORIA 1 22 44
CATEGORIA 2 21 42
CATEGORIA 3 1 2
CATEGORIA 4 4 8
CATEGORIA 5 2 4

Total 50 100
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Hugging-Face

Tabela 4.7: Distribuicao das categorias de erro para o Hugging-Face
Categoria Quantidade Percentual (%)

CATEGORIA 1 17 34
CATEGORIA 2 9 18
CATEGORIA 3 3 6
CATEGORIA 4 15 30
CATEGORIA 5 6 12
Total 50 100

Pred-Inter

Tabela 4.8: Distribuicao das categorias de erro para o Pred-Inter
Categoria Quantidade Percentual (%)

CATEGORIA 1 17 34
CATEGORIA 2 13 26
CATEGORIA 3 14 28
CATEGORIA 4 6 12

Total 50 100

4.4 A Viabilidade de LLMs

Com o objetivo de avaliar a viabilidade pratica do uso de modelos de linguagem de
grande porte na andlise de sentimentos, foram realizadas tentativas de processamento do dataset
por meio de trés sistemas distintos: ChatGPT, Gemini e DeepSeek, este ultimo acessado via API
local utilizando o framework Ollama. Em todos os casos, buscou-se aplicar o mesmo comando,
solicitando a classificacao das frases da primeira coluna do arquivo em uma escala discreta de
cinco niveis, variando de muito negativo a muito positivo.

No caso do ChatGPT, a principal limitacao observada foi a inviabilidade de enviar
o dataset completo para andlise. O arquivo utilizado neste trabalho possui aproximadamente
16 MB e contém um grande volume de textos, o que excede as restrigbes praticas de entrada
impostas pelo modelo em ambientes interativos.

Situagao semelhante foi observada ao tentar utilizar o modelo Gemini. Assim como no
ChatGPT, o sistema nao permitiu o processamento direto de um arquivo desse porte. Além
disso, durante o processo de raciocinio apresentado pelo préprio modelo, foi indicado o uso de
ferramentas léxicas externas, como o TextBlob, para a realizacao da analise de sentimentos. Essa

abordagem torna o uso do modelo conceitualmente redundante neste trabalho, uma vez que o
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TextBlob ja integra explicitamente o conjunto de ferramentas avaliadas. Dessa forma, o emprego
do Gemini nao acrescentaria um método independente de andlise, mas apenas reutilizaria uma
abordagem ja contemplada no estudo.

Em relacido ao modelo DeepSeek, optou-se por sua execucao local, por meio da API do
Ollama, a fim de contornar as limitagbes impostas pelas plataformas proprietarias no envio de
dados. No entanto, essa alternativa apresentou restrigoes significativas de ordem computacional.
Devido as limitacoes de hardware disponiveis, o tempo estimado para a conclusao da analise com-
pleta do dataset estava na ordem de dias de processamento continuo. Além disso, os resultados
parciais obtidos até o momento da interrupcao do experimento indicaram um comportamento
inconsistente do modelo, que atribuia exclusivamente o valor de 0.0 as frases analisadas, inde-
pendentemente de seu conteido semantico. Tal comportamento sugere fragilidade no processo
de avaliacdo quando submetido a tarefas extensas e repetitivas em ambiente local.

Diante desses resultados, concluiu-se que o uso de modelos de linguagem de grande porte
mostrou-se invidvel para os objetivos deste trabalho, ao menos no contexto de estudos académicos
com datasets extensos e recursos computacionais limitados. A adogao efetiva desses modelos
demandaria investimentos consideraveis em infraestrutura de hardware, além da contratacao
de planos premium em plataformas comerciais, o que compromete sua aplicabilidade pratica

quando comparados a abordagens mais leves, reproduziveis e economicamente acessiveis.
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5 Consideracoes Finais e Trabalhos Futuros

Este trabalho teve como objetivo realizar um estudo comparativo entre diferentes
técnicas de Andlise de Sentimentos aplicadas ao contexto educacional, confrontando abordagens
léxicas consolidadas, modelos generalistas baseados em Transformers e um modelo especialista
treinado especificamente para o dominio educacional. A motivagao central residiu na necessidade
de compreender quais ferramentas sao mais adequadas para interpretar corretamente o feedback
discente em ambientes virtuais de aprendizagem, em que a linguagem apresenta caracteristicas
proprias e dependéncia do contexto.

Os experimentos foram conduzidos sobre um conjunto expressivo de postagens extraidas
de féruns de cursos massivos (MOOCs), utilizando como referéncia um Ground Truth humano
anotado manualmente. Para garantir a comparabilidade entre ferramentas heterogéneas, foi ado-
tado um protocolo de normalizagao de escalas e de discretizacao em cinco classes de intensidade
emocional, permitindo a avaliagao tanto por métricas categoricas quanto por continuas.

Os resultados obtidos evidenciam de forma consistente que a especializagdo no dominio
educacional é um fator determinante para o desempenho em tarefas de andlise de sentimentos
nesse contexto. O modelo Pred-inter apresentou desempenho amplamente superior as demais
ferramentas avaliadas, alcancando a maior acurécia global e o menor erro médio absoluto. Esses
resultados indicam que o modelo nao apenas classifica corretamente a polaridade do sentimento,
mas também estima com maior precisao sua intensidade, aproximando-se da avaliacao humana
de forma mais fiel.

Em contraste, as abordagens léxicas, representadas pelo VADER e pelo TextBlob, apre-
sentaram desempenho limitado. Embora o TextBlob tenha obtido resultados intermedidrios,
sua incapacidade de lidar adequadamente com ambiguidades semanticas e com vocabuldrio
pedagdgico especifico compromete sua eficicia em cendrios educacionais mais complexos. O
VADER, por sua vez, demonstrou baixa acuricia, sugerindo que heuristicas eficazes nas redes
sociais nao se transferem diretamente para o discurso académico.

De forma particularmente relevante, os resultados do modelo Hugging Face baseado
em DistilBERT evidenciaram que modelos generalistas de ultima geracao nao garantem desem-

penho satisfatério quando aplicados fora de seu dominio de treinamento original. Apesar de
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sua robustez em tarefas de andlise de sentimentos em reviews e redes sociais, o modelo apre-
sentou elevado erro médio e baixa correspondéncia com o Ground Truth humano no contexto
educacional, reforgcando a importancia da adaptacao de dominio.

Os resultados obtidos permitem afirmar que a hipdtese proposta foi confirmada apenas
parcialmente. Conforme esperado, o modelo Pred-inter, por ser especializado no dominio edu-
cacional, apresentou desempenho superior as abordagens estritamente léxicas, como VADER e
TextBlob, tanto em termos de acuricia quanto na estimativa da intensidade do sentimento. No
entanto, diferentemente do que se supunha inicialmente, os modelos baseados em Transformers
avaliados por meio da biblioteca Hugging Face nao alcancaram desempenho equivalente ou su-
perior, apresentando resultados inferiores, inclusive aos modelos 1éxicos. Esse comportamento
sugere que o uso de arquiteturas avangadas e pré-treinamento massivo, por si s6, nao garante
bom desempenho em tarefas de andlise de sentimentos educacionais, reforcando a importancia
da adaptacao ao dominio e da adequagao do modelo ao tipo de linguagem analisada.

As principais contribuicoes desta pesquisa incluem a realizacao de um estudo compara-
tivo sistematico entre ferramentas léxicas, modelos generalistas de Deep Learning e um modelo
especialista no contexto educacional, bem como a proposicao de um protocolo de alinhamento de
escalas que possibilita a comparacao entre saidas continuas e discretas de diferentes algoritmos.
Além disso, os resultados obtidos permitem a validacdo empirica da dependéncia de dominio
na andlise de sentimentos educacionais e demonstram a viabilidade do uso do Pred-inter como
ferramenta de suporte pedagdgico automatizado, indo além da mera classificacdo de polaridade.

Apesar dos resultados positivos, este trabalho apresenta algumas limitacGes. Primei-
ramente, o estudo concentrou-se em um unico dataset, ainda que amplamente utilizado na
literatura. A generalizacao dos resultados para outros contextos educacionais, idiomas ou niveis
de ensino requer investigagoes adicionais. Além disso, os modelos baseados em Transformers
utilizados nao passaram por fine-tuning especifico com dados educacionais, o que pode ter pre-
judicado seu desempenho.

Outra limitacao diz respeito a natureza subjetiva da anotacdo humana, que, embora
seja tratada como Ground Truth, pode conter ambiguidades inerentes & interpretacao emocional
de textos curtos.

Como trabalhos futuros, sugere-se a adaptacao de modelos baseados em Transformers,
como BERT ou RoBERTa, por meio de treinamento adicional com textos provenientes de contex-

tos educacionais, como féruns de cursos e ambientes virtuais de aprendizagem. Essa adaptagao
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permitiria avaliar se modelos originalmente treinados em textos genéricos passam a apresentar
desempenho mais proximo ao de modelos especialistas. Também ¢é indicada a expansao do es-
tudo para outros idiomas, em especial o portugués, considerando o crescimento de plataformas
educacionais nacionais e a escassez de estudos comparativos nesse contexto.

Conclui-se que a andlise de sentimentos no contexto educacional exige abordagens que
considerem as especificidades linguisticas e semanticas desse dominio. Modelos especializados,
como o Pred-inter, demonstram ser mais adequados para essa tarefa, oferecendo nao apenas
maior precisao, mas também maior potencial de aplicacao pratica em sistemas de apoio a decisao
pedagodgica. Assim, este trabalho contribui para o avango da drea de Learning Analytics e
reforca a importancia da adaptagao de dominio no desenvolvimento de solugoes baseadas em

Processamento de Linguagem Natural para a educagao.
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